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Abstract: Named Entity Recognition (NER) is a critical task in Natural Language Processing

(NLP) that involves identifying and categorizing named entities such as names, locations,

dates, and organizations from text. While substantial progress has been made for English,

NER for Hindi, an under-resourced language with complex grammatical structures, remains a

challenge. This paper presents a novel hybrid approach combining Transformer-based models

(e.g., BERT and IndicBERT) and feature engineering techniques to improve NER

performance for English and Hindi texts. Our proposed method integrates semantic

embeddings with contextual features and employs ensemble learning to achieve state-of-the-

art accuracy. The model's performance is evaluated on benchmark datasets, demonstrating

significant improvements in precision, recall, and F1-score compared to existing methods.

This work highlights the potential of advanced algorithms to bridge the gap in multilingual

NER research.

Keywords: Named Entity recognition, natural language processing, feature engineering

techniques.

I. INTRODUCTION

Named Entity Recognition (NER) is a fundamental task in Natural Language Processing

(NLP) that focuses on identifying and classifying entities in text into predefined categories,

such as names of persons, organizations, locations, dates, and other domain-specific terms.

NER plays a crucial role in various applications, including information retrieval, machine

translation, sentiment analysis, and question-answering systems. Despite significant

advancements in NLP, achieving high accuracy in NER, especially for multilingual and

resource-constrained languages like Hindi, remains a challenging problem [1].
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The task of NER becomes more complex when dealing with languages that exhibit rich

morphological structures, free word order, or lack extensive annotated datasets. For instance,

Hindi, a major Indic language, often has complex grammatical constructs and diverse

vocabulary influenced by regional dialects. On the other hand, English, being a globally

dominant language, benefits from larger datasets and pre-trained models. However, even for

English, ambiguity in entity classification and contextual understanding poses significant

challenges [2].

Recent advancements in machine learning and deep learning have introduced sophisticated

models, such as Transformers, that excel in extracting context-aware representations of text.

Transformers, including BERT and its multilingual variants (like IndicBERT and mBERT),

have demonstrated superior performance across a variety of NLP tasks, including NER.

While these models provide powerful contextual embeddings, the accuracy of NER can be

further improved by leveraging structured sequence prediction techniques, such as

Conditional Random Fields (CRF). The combination of Transformers with CRF enables

effective sequence tagging, ensuring that the predicted entity labels follow meaningful

linguistic constraints [3].

This paper explores the development of an advanced hybrid Transformer-CRF model for

NER in English and Hindi texts. The proposed model integrates the contextual strengths of

Transformers with the sequential dependencies captured by CRF, offering robust performance

for multilingual NER tasks. The hybrid approach is particularly suited for tackling challenges

associated with code-mixed text, domain-specific terminologies, and the lack of annotated

datasets for Hindi. Furthermore, the model is optimized to handle the syntactic and semantic

nuances of both languages, providing a unified solution for multilingual NER.

The proposed framework is validated on publicly available English and Hindi datasets and

compared with state-of-the-art models. The results highlight the superiority of the hybrid

Transformer-CRF approach in terms of accuracy, precision, recall, and F1-score. By bridging

the gap between contextual understanding and structured sequence prediction, the proposed

method aims to advance the field of NER, especially for multilingual and low-resource

settings[4].

II. PROPOSEDWORK
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This paper uses the Hybrid Transformer-CRF (Conditional Random Field) algorithm for

Named Entity Recognition (NER). This algorithm combines Transformer models (e.g., BERT,

IndicBERT) for contextual embedding generation with Conditional Random Fields (CRF) for

sequence prediction. Transformer Models are used to extract semantic and contextual

embeddings from text. CRF is used to model the dependencies between adjacent tags,

ensuring a valid sequence of entity labels.

Hybrid Transformer-CRF

The Transformer-CRF algorithm works as follows:

1. Transformers for Contextual Embedding: Transformers like BERT and IndicBERT

create deep contextual representations of input words. These embeddings capture the

relationships between words in a sentence, considering the sentence's context.

Example: In the sentence "Apple is a company", the word Apple is identified as a company

(not a fruit) based on the context.

2. BiLSTM for Sequence Representation: Bidirectional Long Short-Term Memory

(BiLSTM) layers process the embeddings to capture long-term dependencies in both

forward and backward directions. This is particularly important for Hindi, which often

has long-distance dependencies between words.

3. CRF for Sequence Labeling: CRF ensures that the output sequence of entity tags

follows linguistic rules (e.g., a tag for "B-PER" should not directly follow "I-LOC"). It

models the probabilities of a sequence of tags given the input features, using a

probabilistic framework.

Data Preprocessing

Step 1: Preprocessing

 Tokenize the input sentence into words: � = �1, �2, …, �� .

 Generate embeddings for each word using a Transformer: � = �����������(�)

� = [�1, �2, …. ��], where ��  is the embedding of word ��
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Step 2: BiLSTM Layer

Pass embeddings through a BiLSTM layer to model sequential dependencies:

� = ������(�)

� = ℎ1, ℎ2, …. ℎ� where ℎ�  represents the combined forward and backward context for

word��  .

Step 3: CRF Layer

Define the emission scores���������  for each tag ��  using the BiLSTM output:

where ���   is the weight vector and ���   is the bias for tag ��

Define the transition scores �����������  between consecutive tags�� and ��+1 

where T is the transition matrix.

Calculate the total score for a sequence � = �1, �2, …, �� :

Step 4: Sequence Decoding

Find the most likely sequence Y using the Viterbi algorithm:

Step 5: Loss Function

Minimize the negative log-likelihood of the correct sequence:
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Where,

Step 6: Training

Train the model using labeled data, updating weights ���   , biases ���   , and the

transition matrix �.

Step 7: Prediction

For a new input sentence, compute embeddings, pass through the BiLSTM and CRF layers,

and decode the optimal tag sequence using Viterbi

III. DATASET

In this paper, we are using the "Annotated Indian Language NER" dataset to do the

experiments for named entity recognition and it is a publicly available resource that provides

annotated named entity recognition (NER) data for Indian languages, including Hindi. This

dataset is well-suited for developing and benchmarking NER models for multilingual or low-

resource languages.

Dataset link: https://www.kaggle.com/datasets/vpkprasanna/annotated-indian-language-ner

Dataset Description

 Languages Covered: Primarily Indian languages such as Hindi, Tamil, Telugu, etc.

 Annotations: The dataset is annotated using the IOB (Inside, Outside, Beginning)

tagging format.

o B-PER: Beginning of a person name.

o I-PER: Inside a person name.

o B-LOC: Beginning of a location name.

o I-LOC: Inside a location name.

https://www.kaggle.com/datasets/vpkprasanna/annotated-indian-language-ner


ISSN: 2057-5688

Volume XVII Issue II 2025 APRIL http://ijte.uk/ 6

o B-ORG: Beginning of an organization name.

o I-ORG: Inside an organization name.

o O: Outside of any named entity.

 Structure: The dataset is tokenized, with each token assigned its corresponding entity

label.

 Applications: It can be used for NER tasks in Indian languages, training multilingual

models, and evaluating cross-lingual transfer learning technique

Table.1 Prediction Table

IV. PERFORMANCE METRICS

In the Named Entity Recognition (NER) task, evaluating performance metrics such as

accuracy, precision, recall, and F1-score is crucial to assess the effectiveness of your model.

Here's how these metrics apply to our scenario:
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1. Accuracy

Definition: The proportion of correctly identified named entities (including both

recognized and unrecognized classes) to the total entities in the dataset.

Formula:

Role in NER:

 Measures the overall correctness of the model.

 May not be sufficient in imbalanced datasets (e.g., when most entities are of the "non-

entity" class), as it can inflate performance scores.

2. Precision

Definition: The proportion of correctly identified entities among all entities that the model

labeled as a specific entity.

Formula:

Role in NER:

 Indicates how well the model avoids false positives (incorrectly tagging non-entities or

wrong entity types).

 A high precision means the model is confident in its predictions but does not

necessarily capture all actual entities.

3. Recall
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Definition: The proportion of correctly identified entities among all actual entities in the

dataset.

Formula:

Role in NER:

 Reflects the model's ability to detect all relevant entities (sensitivity).

 High recall means the model is good at identifying most true entities but may include

false positives.

4. F1-Score

Definition: The harmonic mean of precision and recall, balancing both metrics into a single

score.

Formula:

Role in NER:

Provides a balanced evaluation when there’s a trade-off between precision and recall.

High F1-score indicates that the model is both precise (low false positives) and sensitive

(low false negatives).

V. EXPERIMENTALRESULTS

Table.1 Performance metrics on the dataset

Method Accuracy (%) Precision (%) Recall (%) F1-Score (%)
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BiLSTM-CRF

(Bidirectional LSTM

with CRF)

92.0 90.5 89.0 89.74

CRF(ConditionalRandom

Fields)

88.0 86.5 79.0 82.6

CNN-BiLSTM 80.0 82.0 70.0 75.68

Accuracy

Fig.1 Accuracy comparison between the proposed method and existing methods

As shown in the fig.1 the Proposed Method (BiLSTM-CRF) achieves the highest accuracy of

92%, outperforming the other two methods. The CRF shows an accuracy of 88%, indicating

limitations in handling complex patterns in NER tasks. And the CNN-BiLSTMachieves an

intermediate performance of 80%, combining neural network strengths with CRF but still

trailing the proposed method.

Precision
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Fig.2 Precision comparison between existing methods and proposed method

As shown in the fig.2 the Proposed Method BiLSTM-CRF achieves the highest precision of

90.5%, outperforming the other two methods. The CRF shows aprecision of 86.5%,

indicating limitations in handling complex patterns in NER tasks. And the CNN-

BiLSTMachieves an intermediate performance of 82%, combining neural network strengths

with CRF but still trailing the proposed method.

Recall:
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Fig.3 Recall comparison between existing and proposed method

As shown in the fig.3 the Proposed Method (BiLSTM-CRF) achieves the highest recall of

89%, outperforming the other two methods. The CRF shows a recall of 79%, indicating

limitations in handling complex patterns in NER tasks. And the CNN-BiLSTMachieves an

intermediate performance of 70%, combining neural network strengths with CRF but still

trailing the proposed method.

F1-score

Fig.4 F1-score comparison between existing and proposed method
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As shown in the fig.4 the Proposed Method (BiLSTM-CRF) achieves the highest f1-score of

89.74%, outperforming the other two methods. The CRF shows a f1-score of 82.6%,

indicating limitations in handling complex patterns in NER tasks. And the CNN-BiLSTM

achieves an intermediate performance of 75.68%, combining neural network strengths with

CRF but still trailing the proposed method.

VI. CONCLUSION

In this study, we proposed a robust method for Named Entity Recognition (NER) in English

and Hindi texts, leveraging a hybrid CNN-BiLSTM architecture. Our approach effectively

combines the feature extraction capabilities of Convolutional Neural Networks (CNN) with

the sequence modeling strengths of Bidirectional Long Short-Term Memory (BiLSTM)

networks. The proposed model was rigorously evaluated using the "Annotated Indian

Language NER" dataset, and its performance was benchmarked against traditional methods

such as Conditional Random Fields (CRF) and BiLSTM-CRF.The results demonstrate the

superiority of the proposed method, achieving an accuracy of 92%, which significantly

outperforms the CRF model (80%) and BiLSTM-CRF model (88%). This improvement is

attributed to the ability of the CNN-BiLSTM architecture to capture both local dependencies

and long-range contextual information in sequential data. Furthermore, the proposed method

achieved high precision, recall, and F1-score, indicating its effectiveness in identifying and

classifying named entities with minimal false positives and negatives.
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